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1. Introduction to VIA / JMicron RAID Installation Guide

This motherboard is equipped with 2 SATA connectors supported by VIA VT8237A south bridge chipset, which support RAID (RAID 0, RAID 1,
JBOD) functions, and 2 SATAII connectors supported by JMicron JMB363 chipset, which support RAID (RAID 0, RAID 1, JBOD) functions. To
create RAID with two HDDs, please insert the two HDDs simultaneously to either VIA SATA connectors (black) or JMicron SATAII connectors
(red). If you insert two HDDs to VIA SATA connectors and plan to configure RAID functions, please refer to VIA RAID installation guide part,
including VIA BIOS/Windows RAID installation guide. If you insert two HDDs to JMicron SATAII connectors and plan to configure RAID functions,

please refer to JMicron RAID installation guide part, including JMicron BIOS/Windows RAID installation guide.

To configure RAID functions on this motherboard correctly, please read this installation guide and follow the installation procedures carefully. You

may refer to the motherboard layout below for SATA (black) and SATAII (red) connectors’ location before configuring RAID functions.

JMicron SATAII
Connectors (Red)

W VIA SATA
¥ Connectors (Black)

Please note that if you insert one HDD to SATA connector and the other HDD to SATAII connector, you are not allowed to create RAID.

2. VIA RAID Installation Guide

If you insert two HDDs to VIA SATA connectors and plan to configure RAID functions, please refer to VIA RAID installation guide part, including

VIA BIOS RAID installation guide and VIA Windows RAID installation guide.

2.1 VIA BIOS RAID Installation Guide

You are allowed to configure RAID functions under BIOS environment.

2.1.1 Introduction of RAID



VIA VT8237A south bridge chipset integrates RAID controller supporting RAID 0, RAID 1, and JBOD functions with two independent SATA

channels. This section will introduce the basic knowledge of RAID.

RAID
The term “RAID” stands for “Redundant Array of Independent Disks”, which is a method combining two or more hard disk drives into one logical

unit. For optimal performance, please install identical drives of the same model and capacity when creating a RAID set.

RAID 0 (Data Striping)
RAID 0 is called data striping that optimizes two identical hard disk drives to read and write data in parallel, interleaved stacks. It will improve data
access and storage since it will double the data transfer rate of a single disk alone while the two hard disks perform the same work as a single

drive but at a sustained data transfer rate.

WARNING!
Although RAID 0 function can improve the access performance, it does not provide any fault tolerance. Hot-Plug any HDDs of the RAID 0 Disk will cause data

damage or data loss.

RAID 1 (Data Mirroring)
RAID 1 is called data mirroring that copies and maintains an identical image of data from one drive to a second drive. It provides data
protection and increases fault tolerance to the entire system since the disk array management software will direct all applications to the

surviving drive as it contains a complete copy of the data in the other drive if one drive fails.

JBOD (Spanning)
A spanning disk array is equal to the sum of all drives. Spanning stores data onto a drive until it is full then proceeds to store files onto the next

drive in the array. When any member disk fails, it will affect the entire array. JBOD is not really a RAID, and it does not support fault tolerance.

2.1. 2 RAID Configurations Precautions

Please use two new drives if you are creating a RAID 0 (striping) array for performance. It is recommended to use two SATA drives of the same
size. If you use two drives of different sizes, the smaller capacity hard disk will be the base storage size for each drive. For example, if one hard
disk has an 80GB storage capacity and the other hard disk has 60GB, the maximum storage capacity for the 80GB-drive becomes 60GB, and the

total storage capacity for this RAID 0 set is 120GB.

1. You may use two new drives, or use an existing drive and a new drive to
create a RAID 1 (mirroring) array for data protection (the new drive must be of the same size or larger than the existing drive). If you use two
drives of different sizes, the smaller capacity hard disk will be the base storage size. For example, if one hard disk has an 80GB storage
capacity and the other hard disk has 60GB, the maximum storage capacity for the RAID 1 set is 60GB.

2. Please verify the status of your hard disks before you set up your new RAID array.



2.1.3 BIOS Configuration Utility

2.1.3.1 Enter BIOS Configuration Utility

After the system powers on, the following information will appear on the screen. Press ‘Tab’ key to enter BIOS configuration utility.

Serial ATA RATD ting Utility v1.08
ies, Inc. All Rig 1.

e 0
BEBAYYIIR -0

D40 -0

Channel Drive Mame Array Home  Hode Status
Serial _Chd Master ICISLO4BAVVABT-0 SATA  98.34 Hdd
Serial_Chl Haster 1 BABAVVAR -0 SATA 38.34 Hdd

2.1.3.2 Create Disk Array

1. Within the main interface, use the up and down arrow key to highlight the Create Array command and press <Enter> to call out the list of
creation steps.
2. Highlight the Array Mode and press <Enter>, then a list of array modes will appear. Just highlight the target array mode that you want to

create, and press <Enter> to confirm the selection.

VIR Tech. V I SATA RALID BIDS Ver 2.81

fluto Setup For Data Secur H a RAID arrav with
- H ATD 1 (Mirre ] 1k di altached to
nitroller

tatus
ilem
selection

Array Name  Mode B} Status

A /-0 SATA 8. 34 Hdd
Serial_Chl Haster 1CILLOABAVVABT-0 SATA - 38,34 Hdd




VIR Tech. VI8237 SATA RAID BIDS Ver 2.01

RAID B for performance Create a RAID array with
RAID 1 Tor data tection the hard disks allached to
RALD B/ VIR RALI

RAID SPAN for capacity

nel Drive Name Array Name ze(GB) Status
al_Chi Master ICISLOAOAVWADT?-0 SATA 3 Hdd
$erial Chl Master IC3SLOLOAVVAGT-0 E Hdd

3. There are two methods to create a disk array. One method is “Auto Setup”, and another is “Select Disk Drives”. Select “Auto Setup” to
allow BIOS to select the disk drives and create array automatically. Select “Select Disk Drives” to let user select the array drives
manually. When using Select Disk Drives method, the channel column will be activated. Just highlight the target drives that you want to
use and press <Enter> to select them respectively. When all drives have been selected, press <Esc> to go back to the creation steps

menu.

VIA Tech. VI8237 SATA RALD BIOS Ver 2,81

Drive Name Array Hame  Hode
i SATA 981
18 Chl Master USRI R SATA 3834

Create RAID O
If RAID 0 array is selected in step 2, user can also select a block size for the array. Use the arrow key to highlight the “Block Size” and press

<Enter>. Then the list of available block size will popup. The block size can be selected from 4K to 64K Bytes.

VIR Tech. V { SATA RALD BIOS Ver 2.81

* Auto Selup For Creale a RATID array with
- M the hard di tached to
- z

VIR RAID cont

: Move to
: Confirm

Channel Drive 3 Array Home  Hode

SLOSBAVVABT-0 SATA

sATA

Use the arrow key to highlight the Start Create Process and press <Enter>, then a warning message will appear. Press Y to finish the creation, or

press N to cancel the creation. Please note that the content of the hard drive will be destroyed after array creation.



Create RAID 1
The data on disk drives will be destroyed if user uses “Auto Setup” to create RAID 1. But you can reserve the data on source drive if you use

“Select Disk Drives” to select the source and the mirror drive.

VIR Tech.

h ] attact
r Sal 1} Drives roller
Start Crea 3

. View fArr

- Hw.e_lo titem
nfirm the selection

Channel Drive MNime Array Nome  Mode Size(GE) Status
0 Haster ICIOLOABAVYABT-O SATA 26,04 Source
[=18erial _Chl Haster ICASLOLBAVVABT-B SATA 18 Hirror

Press “y” to copy data of source to mirror drive. There is a limitation when using this feature. The capacity of mirror drive must be greater or equal
to the source drive; otherwise the RAID 1 can’t be created and a error message will appear: “Error: mirror’s size is smaller than source!!! Press

ESC return”. If user does not want to duplicate data, the data on the source and the mirror drive will be destroyed.

Create JBOD
The data on disk drives will be destroyed if user uses “Auto Setup” to create a JBOD. However, you can reserve the data on the first disk drive of

a JBOD array if you use “Select Disk Drives” to select disk drives

Create a RAID arrav with
1 isks attached to

tatus

tion

Channel Drive Hame Array NHame  Hode 8 Status

al _Chd Haster 1 BEDAYYAB /-0 SATR 3834 Span B
[=15erial_Chl Haster ICIOLOGBAYVART-0 SATR 28,34 Span 1

The data on the first disk drive will be reserved and the other disk drives in JBOD will be expanded behind the first disk drive and become free

space. Expand Span (JBOD) Array function is not available if VT8237A only supports 2 SATA ports.

2.1.3.3 Delete Disk Array

User can delete a specific RAID that has been created. Following are the steps to delete a created disk array.
1. Use arrow key to highlight Delete Array item in main menu interface, and
press <Enter>. The channel column will be activated.

2. Use arrow key to highlight the target disk drive and press <Enter>. A



warning message will appear. Press Y to delete a specific array or press N to cancel.

VIR Tech. V

will be des
nue? Press Y/

Drive
SLO&AVVABT-0
Sl RSBAVYAR -0

Channel

[B1Serial Chil Hasterfl
[=1] 1al_Chl Haster 1

{ SATA RALD BIOS Ver 2.81

Delete a RATD array contain
the hard di tached to

VIR RAID controller

F1 Hrray/c
1.4 : Move to en
: Confirm the sc

altus

tion

: Exit

Hode Status
SATA

sATA

Array Nome (GR)

ARRAY 0 6. 3k Stri

NRRAY O 3834 Stripel

Delete a disk array will destroy all the data on the disk array except RAID 1. When a RAID 1 is deleted, the data on these two hard disk drives will

be reserved and become two normal disks.

2.1.3.4 Select Boot Array

User can select a disk array as boot device if user wants to boot operating system from an array. Boot disk array may not be selected if user does

not boot the Operating System from the disk array. Use the arrow key to highlight the “Select Boot Disk” item then press <Enter>. The channel

column will be activated. Just use arrow key to highlight the target disk array then press <Enter>. If you select a disk array that has a boot mark

and press <Enter>, then its boot setting will be canceled.

VIR Tech. V

erial Humber View

Channel i]
[B1Serial Chil Haster[USSIREGEITER)
ster IC3GLRSOAVVART-B

2.2 VIA Windows RAID Installation Guide

{ SATA RALD BIOS Ver 2.81

Set/Clear boolable array

o it
irm the sele

Hode Status
SATA

sATA

Array Nome

ARRAY 0 6. 3k Boot

NRRAY O 3834 Boot

You are allowed to configure RAID functions under Windows environment. The “RAID Software” is a Windows-based software utility with

graphical user interface and provides user an easy-operation tool to configure and manage disk drives or disk arrays connected to V18237 SATA

controller.



After GUI software is installed, it will automatically start every time when your Windows OS is started. An icon LS will appear in the system

tray of the tool bar to indicate that GUI software is currently running.

Just double click on the small icon to call out the main interface of the software.

= Y14 RAID Tool (=13
Cperation  Yew Help
]I @

Device Features | Zonkent

Physical position Contraller 0, Channel 0, Master
* Array poskion Mot in any disk array
——=) IC3SL040AYYNDT-0 VNPZ10BZTKELLY | novice status Mormal

aeneral config ATA device

Serial number WNC202A230RMDA

Firmware revision WAZOASZH

Model name IC35L040AVYADT-0

Cylinder number 16363

Header number 16

Sector number per ... 63

Capacity 39,266 ME (50,416, 240 sectors)

Supported PIO mode mode O, 1, 2, 3, 4

Supported Multivo,,, moded, 1, 2

Supported Ulkra DMA  moded, 1, 2,5, 4,5

Current transfer m,.,  Ultra DMA moce 5

Minor revision num..,  ATASATAPI-S 13 13210 revision 1

4 >
For Help, press Fi

2.2.1 Create Disk Array

i e ol
1. You may click on one of the three buttons to create different types of disk array— i RAID 1, 1 Span, and i RAID 0. Then a

“Select Array Creating Method” will be prompted.

‘= Select Array Creating Method

2 Cuztom [ Disk array is initially empty, you wil select all aray
Gstoht E
disks by pourself. |

Auta [Aray disks are prepared automaticaly, you can
modify the airay later. |

Auto:
The software will configure the available hard disk drives to be a disk array. User can modify the hard disk drives later. It is strongly recommended

to use this method.

Custom:

Disk array is arranged by user.



2.  Click “Auto” button. The “Creating Array” window will pop up. If you select “Custom”, the “Available Disks” window will list the available disk
drives for array-creating. Select a disk drive and click right arrow button to add the specific disk drive to array. After adding a disk drive, user
can also remove the selected disk drive from array. Click the disk drive in “Array Disks” windows, then click left arrow button to remove the

selected disk drive.

B Create Minror Array El

Awvailable Digks Airap Disks

Source Disk;

‘ =0 |C3EL0404VVADT-0 NC20242..

Mirror Disk: v Already Synchronized
‘ =) ICI5L04064NO7-0 VNP 21082,

<«

Spare Disk [optional]:

Cancel Help

Press “Create” button to create or “Cancel” button to cancel it.

After you pressed the “Create” button, a warning message will pop up. Click “Yes” to finish the creation of disk array, or “No” to cancel.

B Create Mirror Array

=

For all disks in this newly created Mirrar Array,
M otiginal disk data maybe destroyed,

Are you sure to use these disks to create a Mirror Array 7

3. A message box will pop up to prompt user that the disk array has been created successfully and ask user whether to restart the computer.

Click “Yes” to restart the computer or click “No” to skip restarting. New disk array setting will take effect only after restarting.

I Reboot Prompt

<2 Y¥ou need to reboat the system to enable disks.

Reboot system now ?

Mo

Create RAID 1

You can reserve the data on the source drive after clicking “Create” button when you create a RAID 1 array.

10



B Create Mirror Array

There is a limitation if user wants to keep the data on the source drive the capacity of the mirror drive must be greater or equal to the source drive,

otherwise the RAID 1 can’t be created.

B Create Mirror Array Error

@ Mirror Disk smaller than Source Disk,

To backup Source disk data, Mirror disk capacity
can MOT be less than the Source disk.

If user wants to keep data in the source drive, RAID tool will ask user to synchronize the mirror drive after the system’s rebooting.

Create JBOD

The data in the first disk drive of JBOD array can be reserved when a JBOD array is created.

Ml Create Span Array

:g/ Do you want to keep the data in the Frst span disk 7

Mo ‘ Canzel |

The data on the first disk drive will be reserved and the other disk drives in JBOD will be expanded behind the first disk drive and become free

space.

2.2.2 Delete Disk Array

1. Select the disk array that you want to delete from the left H‘ window. Click “Remove Array” button , then a warning message will pop up.
= 14 RAID Tool CEx
Operation  ¥iew Help
] 'xj +;\U @ @
s — o Array Features | Content
= Array bype RAID 1 (Mirroring)

Capacity 39,266 ME (80 418,239 sectars)
Disk number z
Array status Marmal

For Help, press F1

2. Click “Yes” to delete the specific disk array or click “No” to cancel.

11



2.23.

B Remove Disk Array

¥ ?/ Are you sure bo remove selected Disk Array 7

Ho

A message box will pop up to prompt user that the disk array has been deleted successfully and ask user whether to restart the computer.

Click “Yes” to restart the computer or click “No” to skip the restarting. New setting will take effect only after restarting.

M Rehoot Prompt
<2 ¥ou need to reboot the system to enable disks,

Feboot system now 7

No

Warning:

Deleting a disk array will destroy all the data on the disk array except RAID 1. When a RAID is deleted, the data on these two hard disk drives will be

reserved.

Check All Disks

You can check if all the disk drives work normally by clicking button. After you complete the checking, a dialog window will pop up to show each

disk’s current status as following picture.

Your hard disk drive must be compatible with ATA/ATAPI-5 specifications and support SMART commands; otherwise the checking will fail.

‘B Disk Status @

Status of dis<s;

Digk. Locaticn | Disk. Mame | Disk Status

== «<Channe! 0, Master> IC3EL040MAA07-0%...  Function normal

—=) <Channel 1, Master> IC3EL040MAMOT-0Y..  Function normal

< ?

2.2.4 Verify Mirror Disk

Data on the mirror disk must be the same as its corresponding source disk to provide fault tolerance for RAID 1.

1.

Select a RAID 1. Right-click the selected RAID, and then a shortcut menu will appear. Click “Verify Mirror” to verify whether the source and

the mirror disks are identical.

12



= V14 RAID Tool
Operation  Wiew Help

B L% =T

| | Atray Features | Content

type RAID 1 {Mirroring)

R & Ié

SRNE A lacity 30,266 ME (30,413,239 sectars)
L nurmber 2

e ihy status Mormal

Synchronize Mirror |

2. After executing “verify mirror” command, a dialog will show the verifying process. You can pause or cancel this process at any time. The

process may take a long time if the capacity of RAID is large.

%= Yerify Minror Disk 3

Source disk lozation: Controller 0, Channel 0, Master
Mirror disk location: Controller 0, Channel 1, Master
Real capacity: 39,266 MB (80,418,239 sectors)

5% verified, 14 minutes left

Cancel

=

3. When the mirror disk is not identical with the corresponding source disk, the mirror disk will be marked with a “need-sync” icon: = . A

“need-sync” mirror disk should be synchronized as soon as possible.

2.2.,5  Synchronize Mirror Disk

For RAID 1, it must be synchronized when data on the mirror disk is not identical with its corresponding source disk. Sometimes the data on the
mirror disk may be newer than the source disk. For example, the source disk is absent and the mirror disk runs in the tolerance mode. So the

exact meaning of “Synchronize Mirror” is to keep the data on a pair of the source and the mirror disks identical. RAID software always marks

the mirror disk with a “need-sync” icon =t even though the mirror disk may have the correct data.

1. Select RAID 1. Right-click the selected RAID, then a shortcut menu will appear. Click “Synchronize Mirror” to synchronize the source and the

mirror disks.

13



2.

226

= Y|4 RAID Tool
Operation  Wiew Help

¥o5ad @

& (= | Array Features | Conkent -
= Remove artay Array bype RAID 1 {Mirraring)
Capacity 39,266 MEB (80,418,239 sectors)
Disk. nurber 2
Array status Mormal

werify Mirrar

When synchronization starts, a dialog will show the process. You can pause or cancel this process at any time.

‘= Synchronize Mirrorn Disk El

Source disk location: Controller 0, Channel 0, Master
Mirror digk locztion: Controller 0, Channel 1, Master
Fieal capacity: 39.266 MB [B0.418.239 sectors]

[rata copy direction: Source to kinor
5% spnchranized, 13 minutes left

Cancel

A message will pop up when synchronization is finished.

B Mirror Disk Synchronization Result

A Following Source-Mirror disk pair is successfilly synchronized:
J) Source = IC35L040AWWADT-0 YMC202A290R MDY
Mirror = IC3SLO040AYYNO7-0 YHNP210B2TKE LG

Disk Error Detection

RAID will pop up an error message when the failure or absence of a disk drive is detected.

227

Disk Failed 111
Disk lacation: <controller 0, channel 1, Master>

Duplicate Critical RAID 1 Array

14



If, during the system-booting, the software detects the inconsistence between the source and the mirror disks of RAID 1, the disk array will be
marked as critical status, and the software will automatically prompt user to duplicate the RAID 1 to make the mirror disk consist with the

corresponding source disk again.

M Array Need Sync

Array 0: Some Source-Mirror disk pair(s) need
! to be synchronized 111

Synchronize now #

You may click “Yes” to synchronize now or click “No” to synchronize later.

=1 Synchronize Mirror Disk

Source disk locatior: Contraller 0, Chatngl 0, Master
Mirror disk location: Controller 0, Channel 1, Master
Real capacity: 39,266 MB [80,418,239 sectors]

[1ata copy direction: Source to Minor

8% gunchronized, 13 minutes left

i Pause Cancel

When the synchronization starts, a dialog will show the process. You can pause or cancel this process at any time. If you cancel the
synchronization process, the RAID is on “need-sync” condition. You should synchronize again to guarantee the data are identical between the

source and the mirror disk drives. A message will pop up when synchronization is finished.

M Mirrorn Disk Synchronization Result

Source = IC3SL040AYYADT-0 YNCZ0ZAZI0RMDS

ir) Following Source-Mirror disk pair is successfully synchronized:
= Mirrar = [C3SL040AYYNO7-0 YNPZ10BETKELLG

228 Rebuild Broken RAID 1 array

If, during the system-booting, the failure or absence of any member disk of RAID is detected, the array will be marked as broken status. If broken
RAID 1 array is detected by the RAID software, it will indicate a serial steps to repair this problem.

1. Adialog box will pop up to indicate the RAID is broken. Click Yes.

B Array Broken |z|

1 Array 0is Broken 111
e

Repair it now ?

2. Then another dialog box will pop up. If the source or the mirror disk drive is unplugged only, click “Cancel” to stop rebuilding step. Shut down

the system. Plug the absent disk drive, and then reboot the system. If the original disk drive is broken-down, you may plug a new disk drive

15



then reboot the system. Click “Next” to the next step.

"= Repair Mirror Array - step 1 E|

% Thete are bwo methods to repair this broken Mirar Array:

1 If Source o Minor disk is missing, shut down the computer,
plug it back, then reboot.

2» Use afree disk exist in current spstem ta fix the braken array.

To use a free disk to repair the broken array [method 2], click
Mext', elze click ‘Cancel.

T Hewt> I Lancel

3. Select a disk drive from “Available Disks” and click EH button to replace the broken-down one, and then click “Next”.

= Repair Mirror Array - step 2 _

Select a free disk from following Available Disks list to epair the broken
I Mirror Anay

Arap Disks
Source Disk:

= ‘ 5 |CIBL DAV ADF-O
tdirrar Digk:

Available Disks -

Physical Location: Contraller 0, Channel 1, Master
Capacity: 39,266 MB[30,418,240 zectors]

LCancel

X

= Repair Mirror Array - step 2

Select 3 free disk from following Available Dizks list to -epair the broken
3 Mirror Array

Lvailable Disks- Amay Dizks

Source Disk:

‘ = |CIELOMWVADTD .

birrar Disk:
<&/

Phwzical Location: Controller 0, Channel 1, Master
Capacity: 39,266 ME[20,418,240 zectors]

4. A warning message will pop up. If you want to rebuild the RAID by using the disk drive that you selected in the previous step, click “Next”.

Warning: The data on the selected disk drive will be lost.

16



% Repair Mirror Array - step 3 E|

Will perform disk. substitutions designated in previous step.

Click 'Nexst' if you are sure.
Click 'Back' to re-select a free disk ta repair the broken Mirror

1ay.
Click 'Cancel' to given up repairing the Mirar Array.

’W‘ ﬂext) Cancel

5. Reboot the system.

Repair Mirror, Array - step 4

% To complete repairing the braken Miror Array, data on the
Mirror disk must be synchronized with the Source disk.

Flease reboot the system and synchranize the Minor disk.

Reboot now

Later

6. This RAID is marked as a critical RAID. The RAID software will do the “Duplicating Critical RAID 1” process.

3. JMicron RAID Installation Guide

If you insert two HDDs to JMicron SATAII connectors and plan to configure RAID functions, please refer to JMicron RAID installation guide part,

including JMicron BIOS RAID installation guide and JMicron Windows RAID installation guide.

3.1 JMicron BIOS RAID Installation Guide

You are allowed to configure RAID functions under BIOS environment.

3.1.1 BIOS Configuration Utility

3.1.1.1 Enter BIOS Configuration Utility

17



After the system powers on, the following information will appear on the screen. Press ‘Ctrl-J’ key to enter BIOS configuration utility.

JMicron Technology Corp PCIE-to-SATAT
D - 1/1DH
Copyright (C) 2884-2085 JMicron Techno logy |

HDDB: ST3128827AS
HDD1: SAMSUNG SP1614C
HDD2: ST3868811A
HDPD3 : ST3168823A0

Press <Ctrl-J> to enter RAID Setup Utility

The main interface of BIOS configuration utility is as below:

= L Create Mew KHID 1 L Hard Disk Drive List | —————
Available
Hame : HDDB: SAMSUNG SPBB12C 88 GB Hon-RAID
Level: B-Stripe HDD1: HDS726B6BPLA3GA 82 GB Nom-RAID
Disks: Select Disk HDDZ: Maxtor GYBSEPB 81 GB Won-RAID
Block: 128 KB HDD3: IC3SLe6BALZET-B 61 GB Hon-BAID
Size: 245 GB

Confirm Creation

[ RAID Disk Drive List 1

3.1.1.2 Create RAID Disk Drive

Entering “Create RAID Disk Drive” item, you can see the below window. Before you create RAID, you need to select RAID mode, as you want.

18



== | Create New ERLID ) = L Hard Pisk Drive List J

Available

Hame: JRAILD » HDDB: SAMSUNG SPB812C 80 GB Hon-RAID
Level: 1-Mirror » HDD1: HDS72BPEBPLA3GA 82 GB Mon-RAID
Disks: SACIRMEEL » HDDZ: Maxtor GYBSEPA 81 GB Hom-RAID

Block: H/R 1] HDD3: 1C3SLBGARULZET-A 61 GB Won-RRID
Size: 122 CB

Confirm Creation

[ RAID Disk Drive List 1

When you push “Create RAID Disk Drive” item to enter RAID selection menu, you can use <1> <|> to select RAID mode.

[ Main Menu
Create RAID Disk Drive

Delete RAID Disk Drive
Revert HDD to Non-RAID

Solve Mirror Conflict
Rebuild Mirror Drive
Save And Exit Setup
Exit Without Saving

There are three RAID modes that are RAID 0, RAID 1, and JBOD.
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—= [ Create New RAID 1

Name : JRAID
Level : SRS S
Disks: Select Disk
Block: 128 KB

Size: 319 GB

Confirm Creation

—— [ Create Hew RAID 1

Name : JRAID

IRV -1 - Mirror
Disks : Select Disk
Block: N/A

Size: 159 GB

Confirm Creation

| lSSE EE.

[ Create Hew RAID 1

Name JRAID

Level : BOD—-Concatenate

Disks: Select Disk

Block: N/A
Size 520 GB

Confirm Creation

Then you can select HDDs to create RAID. Entering “Select Disk Drives” item, use <Space> to choose the HDDs you want to select.

[ Create New RAID 1 ——

Name: JRAID
Level: B-Stripe

I 31 lect Disk

Block: 128 KB
Size: 319 GB

Confirm Creation

-

After selecting HDD to create RAID. You can choose Block Size from 4K to 128K Bytes in RAID Mode.
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— [ Create Hew RAID 1]

Mame : JRAID
Level B-Stripe
Disks Select Disk

Block : IEEEESY

Size: 3680 GB

Confirm Creation

After finishing all selections, press <Enter> to confirm RAID construction. The Dialog Box will show up “Create RAID on the select
HDD (Y/N)?” If you enter <Y> key, RAID will be created. If you enter <N> key, RAID setting will be ignored and RAID is not created.

All original data in HDD List of RAID will be damaged after you enter <Y> key to create RAID.

3.1.1.3 Delete RAID Disk Drive

If you want to delete existed RAID, you can select “Delete RAID Disk Drive” item. Use <Space> key to select the RAID you want to

delete. After selection, push <Del> key to confirm your deletion of RAID.

“JMicron Technology Corp. PCIE-to-SATAIL/IDE RAID Controller 10 .
[ Main Menu ] [ Hard Disk Drive List 1

Create RAID Disk Drive HDDB: HDS728086PLA36E 82 GB RAID
Delete RAID Disk Drive HDD1: HDS728086PLA38E 82 GB Non-R
Revert HDD to Non-RAID HDDZ: Maxtor GYOBOPO 81 CB RAID
Solve Mirror Conflict HDD3: IC35LO6OAVV207-0 61 GB Non-R
Rebuild Mirror Drive
Save find Exit Setup

[ RAID Disk Drive List 1]

RDDG: JRAID B-Stripe 163 CB Normal 62

3.1.1.4 Revert HDDs to non-RAID

When you connect your HDD in PC system, there might be a Broken RAID HDD that is member of another RAID originally. Facing this kind of
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condition, JMB36X RAID BIOS provides you to convert Broken RAID HDD into non-RAID mode. Once you decide to do it, original data in Broken
RAID HDD will be damaged. When new RAID is created through JMB36X, Broken RAID HDD is forbidden to select to avoid to damaging your

system. This function is used for deleting RAID structure of single RAID HDD.

[ Main Menu ]

Create RAID Disk Drive
Delete RAID Disk Drive
Solve Mirror Conflict
Rebuild Mirror Drive
Save fAnd Exit Setup
Exit Without Saving

3.1.1.5 Solve Mirror Conflict

When your mirror raid drive has lost each other, the Option ROM gives users an method to solve this problem. You can choose one of the

members of Mirror drive as source disk. And then try to rebuild the Mirror drive according to the content of chosen one.

mn Menu 1 =

HDDO: HDS728BBBPLAIGE B2 GB RAID Iw
HDD1: HDS726B6OPLAIGE 82 CB RAID In
HDD2 : Maxtor GYBEEPOD 81 GB RAID In
HDD3: 1C3I5LE6EAVV207-8 61 GB RAID In

reate RAID Disk Drive
pelete RAID Disk Drive
pevert HDD to Non-RAID
Solve Mirror Conf lict

[ RAID Disk Drive List 1

RDDO: JRAID 1-Mirror 82 GB Rebuild
RDD1: JRAID 1-Mirror 61 CB Normal

3.1.1.6 Rebuild Mirror Drive

This option will help you to rebuild Mirror drive. The bottom of the window will show the achieved percentage of scheduled progress.
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dNicron Technology Corp. PCIE-to-SATRII/IDE RAID Controller Blos

[ Main Menu ] [ Hard Disk Drive List ] =
Create RAID Disk Drive HDDA: HDS?728888PLA :
Delete RAID Disk Drive HDD1 : nnsmaaam;gg gg g: g:: e
Revert HDD to Non-RAID HDD2: Maxtor GYBGGPE §1 CB RAID Inciy
Solve Mirror Conflict HDD3: IC35LB6BAVVZET-B 61 GB RAID [n:i:
Rebuild Mirror Drive
Save fAind Exit Setup
Exit Without Saving

[ RAID Disk Drive List 1

RDDB: JRAID 1-Mirror 82 CB Rebuild @81
RDD1: JRAID 1-Mirror 61 GB Normal 23

3.2 JMicron Windows RAID Installation Guide

JMRaidTool application is an utility to set up the RAID configuration of JMB36X. There are two kinds of information displayed in the main utility

window: the information of all hard disks and the disk array.

3.21 Creating RAID

JMRaidTool supports the creation of RAID 0 (Stripe), 1 (Mirror), and JBOD. When the raid array is created, the data in the disks will be erased

meanwhile. The disks of the raid array need to be initialized and partitioned before using it.

Left-click the “Create RAID” button. And press<Next>.

JMicron Raid Configurer
File View Help
B g =g
R —k‘ i Disk List:
;

NaffE | MName ‘ Status | Capacity ‘ Device Type Channel | Device Priority |
= all Disks
EISATA WDC WD2500K5-00MIB0  Normal 232,89GE HDD 1] Master
EISATA WDC WD 160015-60MHB1 Mormal 149.05GB HOD 1 Master
E=I5T380013A Normal 74.53GB HDD 2 Master
E=15T380013A Normal 74.53GB HDD 2 Slave

Information
Progress

Key-in the name of the raid array.
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Select the RAID type.

Select the block size.

ron Raid Configurer

File “iew Help
EEE= 7|
Raid List
Name sl are Channel | Device Priorif
Please speplfy the name, the type, and 3 o
the block size of the raid array 1 Master
3 Master
2 Slave
Raid Mame RAID)
Infarmation Raid Type Raid 0 (Stipe)
Block Size lm
< Back Mext > Cancel
Progress ,7 /J

File  Yiew Help
EEEE
aid List
lame b [ Device Priovity |
Please spe_mfy the name, the type, and o
the block size of the raid array Master:
Master
Slave
Raid Mame IHAID—
Information Raid Type  [Rad0(Stpe) |
Rz
Block Size
< Back Next > Cancel
HProgress ’7 /ﬂ

24



Eﬂ JMicron Raid Configurer
File  Wiew Help
2EE=
Fiaid List —_— —
Name Create Raid Wizard \5\ I
Please specify the name, the type, and & S
the block size of the raid array 1 Mot
2 Master
2 Slave
Raid Name RAID
Infarmation Raid Type  [Raid 0 (Strps) =]
Block Size 128KB -I
4KE
8KB
1EKB
32KB
64KB
e, S Cance
Progress ] | 4

Select hard disks and then press “Next” button.

File  Wiew Help
[2wmEmg |
Fiaid List —
tame N G Toevce oy |
Select the disks which will be added to i Chaior
the new raid array 1 Master
2 Master
i 2 Slave
Available disks
Name [ Capocity | Channel [ Devics
ESATA WOCWD2.. 23285GE 0 Master
Infarmation [ 5ATA WDCWD1.. 149.05GB 1 Master
[ 573800134 745GB 2 Master
[ 573800134 745G 2 Slave
< Back Mezxt =, Cancel
Progress = 4

Press the “Finish” button to create a new raid array. Then the information of the created raid array will be displayed in the window.

3.2.2  Creating RAID from Existing Disk

JMRaidTool supports the RAID creation from the existing disk. The data of the existing source disk will be kept and will not be erased when the

new disk array is created. The existing source disk should be a non-RAID disk.

Left-click the “Create RAID from Existing Disk” button. Then follow the instruction shown on the windows. The procedures are similar to the steps

of creating RAID.
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JMicron Raid Configurer
File View Help
BEE = R
Raid Li Disk List:
Name Creat=RADfrom Exs g s MName 1 Status 1 Capacity ‘ Device Type ] Channel ] Device Priority 1
= Al Disks
EISATA WDC WD2500KS-00MIBO  Normal 232.89GB HDD o Master
| E=I5ATA WDC WD160015-60MHBL  Mormal 149.05GB HDD! 1 Master
E=I5T3800134 Normal 74.53GB HDD 2 Master
E=15T380013A Normal 74.53GB HDD 2 Slave
Intarmation
Progress

3.2.3 Deleting RAID

This options provides a popup menu for users to delete the existing disk arrays.

Right-click the name of the disk array that you want to delete and then a popup menu will appear. Users could select “Remove Raid” item to

remove the selected disk array.

JM.icrcm Raid Configurer

File View Help
B EE= ?
FRaid List Drizk List:
Mame | Name ] Status ] Capadity I Device Type 1 Channel 1 Device Priority ]
Qflw“" |SRap Normal  298.10GE
= 2 EI5ATA WDC WD2500K5-00MIB0 Mormal 232.89GB HDD a Master
|E=ISATA WDC WD160015-60MHE 1 Mormal 145.05GB HDD 1 Master

Infarmation

|

Disk Array 1D: 0

Disk Array Name: RAID

Disk Array Type: Raid 0 (Stripe
Block Size: 128 KB

Disk Count in Array: 2

Disk Members:

- SATA WDC WD2500KS-00N

- SATA WDC WD1600JS-60N
o

- 3

Progress

3.24 Rebuilding RAID

RAID 1 can be rebuilt while RAID 0, JBOD cannot be rebuilt. While one disk member of RAID 1 is broken or is unplugged, there is an exclamation

mark on the RAID. Users could use a new and robust disk to rebuild the RAID.
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Right-click the name of the raid array you want to rebuild and then a popup menu will appear. Users could select the “Rebuild Raid” menu item to

rebuild RAID.

| JMicron Raid Configurer
| File view Help

 Faid Lis ' [ pisk List
Name I Name ] Status ] Capadity | Device Type ] Channel ] Device Priority ]
E ) |Eram Abrormal  74.53GB
Remove Raid
|E=15T380013A Mormal 74.53GB HDD 2 Master
Information

Disk Array ID: 0

Disk Array Mame: RAID

Disk Array Type: Raid 1 (Mirroi
Disk Count in Array: 1

| Disk Members:
- ST380013A(1)

Disk Array Size: 74.53GB

< |

Progress

£%

3.25 Auto-Resynching RAID

While one disk member of RAID 1 is unplugged, JMRaidTool application will auto-resynchronize the raid when the disk is plugged again.
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