Guide to Intel Matrix Storage Manager

1. Enter Intel Matrix Storage Manager

RAID driver is built in Intel ALL in one driver provided in our support
CD. After you finish the driver installation, you can create, delete, or
rebuild any RAID array. Please enter Intel Matrix Storage Manager by
clicking on Start — All Programs — Intel(R) Matrix Storage
Manager — Intel Matrix Storage Console.
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2. Create RAID Volume

Select Action — Create RAID Volume from Existing Hard Drive

to create a RAID volume.
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Then, Create RAID Volume from Existing Hard Drive Wizard pops

up. Please click Next to continue.

Create RAID Volume from Existing Hard Drive Wizard

Welcome to the Create RAID
Volume trom Existing Hard Drive
Wizard

Thiz wizard migratzs data from a single non-RAID hard diive to
a new RAID volune:

“Walume migration can take up to bwa hours depending an the
size of the hard dives being used.

You may continue to uge ather applications during thiz time.

Select Mest' to continue.
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To configure a new RAID volume, you need to key-in the Volume Name
with 1-16 letters, select the RAID Level, and then set the Strip Size
between 4KB and 128KB. The most typical strip size settings are:

4KB: For specialized usage models requiring 4KB strips

8KB: For specialized usage models requiring 8KB strips

16KB: Best for sequential transfers

32KB: Good for sequential transfers

64KB: Good general purpose strip size

128KB: Best performance for most desktops and workstations

Create RAID Volume from Existing Hard Drive Wizard

Configure Yolume

You can configure the new BAID volume by entering a name and by selecting the
RAID level and strip size below.

Wolurne Marne
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The name is limited to 16 English alpha-numeric characters,

RaID Level

|RaiDo |

Strip Size

< Back | Mest > | Cancel |

Then you have to select the source disk. Please click the “— " arrow
to move the source disk that you plan to use to the Selected field, and

then click Next to continue.

Create RAID Yolume from Existing Hard Drive Wizard [g

Select Source Hard Drive

The data on the hard drive you select will be preserved and migated across a new
FRalD waolume:

Awailable Selected
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Create RAID Volume from Existing Hard Drive Wizard

Select Source Hard Drive
The data on the hard drive pou select will be preserved and migrated across a new

Ra&ID volume.
Available Selected
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Then you have to select the member disk. Please click the “— " arrow
to move the member disk that you plan to use to the Selected field, and
then click Next to continue. Since the existing data on the selected hard
disk drive will be deleted, do not forget to back up your data before

continuing.

Create RAID Yolume from Existing Hard Drive Wizard
Select Member Hard Drive[s)

Once the new RAID volume is created, it will span the source hard drive as well az
any member hard drive(s].

A ailable Selected
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‘wWARMIMG: Existing data on the selected hard drivels] will be permanently deleted. Back up all
important data before continuing.
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Create RAID Yolume from Existing Hard Drive Wizard ]

Select Member Hard Drive[s)

Once the new RAID volume iz created, it will spanthe source hard drive as well as
any member hard drive(s).

Available Selected
Port 1: WD C WD 360GD-00FHAD - £

> |
_* |

‘wiARMIMG: Existing data on the selected hard drive(z] wil be permanently deleted. Back up all
important data before continuing.

< Back | Mext > | Cancel |

Specify the Volume Size. Specify the amount of available array space to
be used by the new RAID volume. You may enter the amount in the space
or use the slider to specify. It is recommended you use 100% of the
available space for the optimized usage. Then click Next to continue.

Create RAID Volume from Existing Hard Drive Wizard

Specify Yolume Size

Usge the fieldz or the slider below to specify the amount of available aray space to
be uzed by the new RAID volume.

b aximum “Yolume Size [GE) E9
Minimum Yolume Size [GB]: 345
Percentage of Avalable Space: 100
Volume Size [GB]: Ea

/

For RAID 0 volumes, you must choose at least 0% of the hard drive space. r'ou will need to create a
second volume in order to utilize the remaining space.

For RaID 1 volumes, you must use 100% of the hard drive space

< Back | Next > | Cancel




Start Creating RAID Volume from Existing Hard Drive Wizard. Please note
that as long as you click Finish, the existing data on the selected hard
drive will be deleted and this operation cannot be undone. It is critical that
you backup all important data before this step.

Create RAID Yolume from Existing Hard Drive Wizard

Completing the Create RAID
Volume from Fxisting Hard Dirive
Wizard

“Yolume migration can take up to bwo hours depending on the
zize of the hard drives being used.

“r'ou may continue to use other applications during this time.
WARMIMG: Completing this action wll permanently delets
eristing data on the selected hard drivels]. Back up all
important data before continuing.

Select 'Finish' to begin migrating data to the new valume.,

< Back | Finish | Cancel

Then, the migration process starts, which may take up to two hours to
complete depending on the size of the disks being used and the strip size
selected.

2% of RAID_Volumel Migration Completed

Migration iz in progress. Wwhen migration is complete,
you will need to reboot your system to uze the entire
volume capacity,

To reopen thiz dialog at any paint duritig the
migration, right-click on the migrating volume in the
Intel(R) Matrix Storage Console and select Show
Migration Progress.

2% Complete - Time Remaining: 17 min 58 sec

jIJ RAID Migration in Progress
A RAID 0 migration is in progress.,

createll - Paint f RAID_Volumed. ..




After the migration process is completed, the below screen appears. Then
you have to reboot your system to use the full capacity of the new
volume.

Migration Status

The RAID volume was created from an existing hard drive successfully, The system wil

\_O(J need ko be rebooted to use the full capacity of the new volume,

Do you want ko reboot the system now?

Yes Mo

100% of RAID_Volumel Migration Completed




IRRT (Intel Rapid Recover Technology)

Intel Rapid Recover Technology is a feature of Intel Matrix Storage Manager. It uses
RAID 1 (mirroring) functionality to copy data from a designated master drive to a
designated recovery drive. The master drive data can be copied to the recovery drive

either continuously or on request.

When using the continuous update policy, changes made to the data on the master drive
while the system is not docked are automatically copied to the recovery drive when the
system is re-docked. When using the on request update policy, the master drive data can
be restored to a previous state by copying the data on the recovery drive back to the

master drive.

Note:

The recovery volume can be the only volume on a system. Recovery volume capacity will

equal the size of the smaller of the two hard drives.





